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Motivation
•Training a model to perform a task typically requires a large amount of data from the domains 

in which the task will be applied
•Recent domain adaptation techniques, especially based on cyclic adversarial learning, deal with 

the challenge of adapting a model trained from a data-rich source domain to perform well in a 
high-resource unlabeled target domain.
•The conventional approach of enforcing cycle-consistency via reconstruction (CycleGAN [1]) is 

overly restrictive in cases where one or more domains have limited training data.

Proposal
• An augmented cyclic adversarial learning model (ACAL) that enforces the cycle-consistency 

constraint via an external task-specific model for low-resource domain adaptation
• It encourages the preservation of task-relevant content as opposed to exact reconstruction
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Visual Domain Adaptation (Supervised-Low Resource)

Speech domain adaptation results on TIMIT. We treat Male (M) and Female (F) voices for the source and target domains, 
respectively, based on the intrinsic imbalance of speaker genders in the dataset (about 7 : 3 male/female ratio). For the 
evaluation metric, lower is better.

Ablation Study (Robustness)

Visual Domain Adaptation (Semi and Unsupervised – Low Resource)

FADA model refers to Motiian et al. [2]. n = 1 means 1 labeled example per class. No unlabeled target 
sample is used.

 

Low-resource semi and unsupervised domain adaptation on MNIST (M), USPS (U) and SVHN (S) datasets. 
Note: n = 10 means 10 samples per class, and 10% denotes the percentage of target samples (per class) 
which have labels. 0% corresponds to low-resource unsupervised adaptation.

ASR prediction improvement on low resource Female domain (TIMIT), when augmented with Male -> Female 
audios using domain adaptation
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MNIST (M), MNIST-M (MM), USPS (U) and SVHN (S), Synthetic Digits (SD) 

Ablation Study (One cycle vs. Two cycles)

SVHN (Source) -> MNIST-10 (Target)

This observation suggests that it would be beneficial to have cycles in both directions when applying the 
cycle-consistency constraint, since then both mappings can be learned via real examples


